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Benchmarking Has Real | mpact

& DoD HPC Modernization Program

& Technology Insertion Process
L] Requirements
] Selection Criteria
[l Benchmark (Brief intro— more by otherslater)

& Price/Performance/Outcomes

Used to Support HPCM P Acquisitionsin 2001, 2002, 2003 and
now 2004
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Mission > . Vision
r world-class commercial,
nd, high performance
utational capability to the
‘science and technology (S&T)
st and evaluation (T&E)
nities, facilitating the rapid
tion of advanced
ology into superior
hting capabilities.

A pervasive culture existing
among DoD'’s scientists and

advanced computational environi
to solve the most demanding
problems.




Software
Applications
Support -

CHSSI

Air Force SAS
15 CHSSI Projects, 3 CTA
Leaders, & 2 Portfolio Leaders

Army SAS

16 CHSSI Projects & 4 CTA
Leaders & 5 Portfolio Leaders

Navy SAS
18 CHSSI Projects & 2 CTA
Leaders& 1 Portfolio Leader

Air Force Challenge
10 Proj. and 1,286 Users

Army Challenge
11 Proj. and 1,335 Users

Navy Challenge
16 Proj. and 1,437 Users

i 1 Proj.

“r,aﬂ'ﬂ"l'_"_ _
i?;:_'.. projects 1,355 Users

Army & havy Challenge |

Requirements & g
Allocations ==

y 1 Proj.
-

Defense Agencies Challenge

<~ DoD Challenges

Air Force HPC Centers
ASC MSRC

AEDC, AFRL/IF, SIMAF, &
MHPCC DCS
1,266 Users

Army HPC Centers
ARL & ERDC MSRC
AHPCRC, SMDC, & WSMR DCs

%,
Navy HPC Centers
NAVO MSRC
FNMOC, NAWCAD &
NRL DCs
1,437 Users

Defense Agencies
DARPA, DTRA, JNIC,
MDA, & OTE
285 Users

/

d Secur

gnitrol an ; _
Hetwork ?\
pefense Research and ENSTT e . d

Air Force DREN
12 Sites

Army DREN
25 Sites

Navy DREN
25 Sites

Defense Agencies DREN *
7 Sites £
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As of: August 2002

s FY 2003 User Base and Requirements

S e av

CWO — 279 Users

680+ projectsand 4,343 users <7y

Requirements categorized in 10
Computational Technology Areas (CTA)

FY 2003 non-real-time requirements of 76
teraFL OPSyears

FMS — 290 Users

CCM - 251 Users

IMT — 936 Users




Performance Workshop —C. Henry

HPC
Synthetics vendors

Benchmark
Performance
and Price/
Performance

Applications

Usability

guaranteed
benchmark
results

prepare bids

possible
solution sets

negotiate enchmark e SYS
final deal Delivere
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" . Requirements
Requirements Analysis Process

Objective:

& Ensure accurate HPC requirements are documented in a timely
manner to impact program planning decisions

= Conduct a thorough and rigorous annual requirements analysis DEPARTMENT OF DEFENSE
process to ensur e accur acy G
FY 2001 REQUIREMENTS REFORT
Pr ocess:
= Questionnaire - probes all aspects of HPC requirements ""'“m
& Interviews- allow face-to-face clarification of detailed ——KX

requirements

& Servicevalidation - ensuresthat only approved/funded projects
included

= Requirements analysis database - detailed profile of user base
and itsrequirements

A user must be associated with at least one validated HPC project that has been

documented in the HPCMPO'’s requirements database Em \
m-derr-miur-|
Pmﬁmm,}l
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3

Update Selection Criteria Update Selection
- . Criteria
Qualitative

Performance| Usability
and Price/
Performance

= Establish Qualitative Selection

Criteria ] Support Model
7 Financial Problem Resolution Process
1 Business M odel Service Strategies
Technical roadmap L Usability
Strategic Vision for HPC User Per spective:
L eader ship and innovation » Programming environment
in HPC technology » Parallel file system
7 Past Performance Operator Per spective:
: : » HWISW
gﬂcﬁeeté”? Delivery Resilience/maintainability
Hies » Job scheduling
MTBF capability/features
[1 Maintenance/Warranties » Facilitiesrequirements
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3

s Update Selection Criteria Update Selecton
.,.- % ) . riteria
79 Quantitative

Benchmark

Performance Usability
and Price/

Performance

= Select Quantitative Evaluation Areas
] Performance (quickest timeto solution)
LI Price/Perfor mance (capacity)

& Select Benchmarks

LI Application —Application/Machine Performance
Check Usage History by # of Users
Check Usage History by # CPU hours used
Consultation with Experts

] Synthetic — Basic Machine Performance
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- ® Benchmark Selections
 Softwar e Application Requirements

Number of Users Number of Projects
Applications Code Unclass| Class | Total  Unclass| Class | Total
Abagqus 129 1 130 32 1 33
CTH 78 31 | 109 14 3 17
Cobalt 64 2 66 21 1 22
NASTRAN 65 0 65 14 0 14
ANSY S 60 1 61 16 1 17
Allegra 30 25 25 3 2 )
CFD++ 41 10 51 12 2 14
PARADYN 23 25 48 2 2 4
PRONTO 20 25 45 1 2 3
GASP 29 11 40 13 4 17

Benchmark Code mm:\
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Benchmark Selections
Softwar e Requirements by CPU Hours

Application Code CPU Hours
BRL-CAD 2,750,000
MUVES 6,750,000
BEAMS 1,500,000
CTH 13,100,000
XPATCH 2,500,000
NXAIR 210,000
WIND 1,474,380
GASP 788,750
COBALT 4,627,025
GAMESS 362,850
GAUSSIAN9S 882,350
ALLEGRA 478,000
ABAQUS 1,583,206
GRIDGEN 445,875

-\_\
Modemrization
mhﬁmm

—
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& %, Benchmark Selections
B~y Consultation with Application Experts

& Candidate codes discussed with
CTA leaders
Code Developers

| Benchmark Team
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=l Application Benchmark Codes

e CTH (CSM)

= GAMESS (CCM)
= NLOM (CWO)
= LESle3D (CFD)
= Cobaltg, (CFD)
= AERO (CFD)

= NAMD (CCM)
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I Synthetic Benchmark Codes

& |1/O Tests

[l Generatesa 2.5 TB file, fragments the file system, then runs multiple stream
tests

& Operating System Tests

] Measuresthe performance of system calls, inter process communication, and
TCP scalability

= Memory Tests
] Measures memory hierarchy performance, such as memory bandwidth

& Network Tests
] A set of five MPI tests (point-to-point, broadcast, allreduce)

&« CPU Tests
I Multiple fundamental computation kernels, BLAS routines, and Scal apack

routines m
T Froar :'rf___-'
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-+ Update Benchmarks Benchmarks

Dedicated | Synthetics

' iti Deter mine per formance
Deter mine Partition CTA
wor kload per centages scoresfor each system
per centages by among - [ ON €2CH benphmark test
CTA benchmarks caseat desired system
size

Optimize
price/performance score
ioni alternative and use as
YSme by apportoning major criterion for

wor kload among ‘ ‘
benchmark test cases final selection ;I x\\

Determine
price/performance




& Primary requirementsinput to acquisition processis
through selection and weighting of benchmark applications

] Suite of application codes mimicstotal HPCMP
wor kload

LI Weighting of application codestimingsin constructing
overall performance metricsreflects size of
requirementsin each CTA

& Additional dimensions of requirements are checked for

consistency of proposed upgrades with totality of HPCMP
reguirements

L] Unclassified vs. classified requirements
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2, Percentage of Unclassified Non-Real-Time Determine
o : wor kload
Requirements, Usage, and Allocations per centages by
CTA
Averaae
(25% FY 2003 Rea. 25% FY
Reauirements Usaae Allocation 2002 Usaae. 50% FY 2003
Percentaae Percentaae Percentaae Alloc)
CTA FY [2002] (2003) FY 2002 FY 2003 FY [2002] (2003)
CFD [35.5%] (36.9%) 48.3% 40.7% [43.3%] (41.6%)

CCM [15.5%] (18.6%) 16.4% 14.2% [14.2%] (15.9%]
CWO [21.9%] (19.2%) 21.3% 21.9% [23.3%] (21.1%)
CEA [4.1%] (4.0%) 5.1% 8.2% [4.9%] (6.4%)

93.6%

CSM [11.4%] (11.8%) 3.5% 9.6% [8.3%] (8.6%
EQM [3.0%] (3.2%) 0.6% 4.0% [2.3%] (3.0%)
SIP [1.0%] (1.4%) 1.2% 0.2% [0.4%] (0.7%)
CEN [0.5%] (0.4%) 1.3% 0.1% [1.4%] (0.5%)
IMT [2.9%] (0.8%) 2.1% 0.7% [0.9%] (1.1%)
Other [1.3%] (1.2%) 0.1% 0.2% [0.4%] (0.4%)

FMS 2.9%] (2.6% 0.2% 0.2% 0.7%] (0.8%
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FY 2003 Unclassified Non-Real-Time

") J0b Size Requirementsby CTA

CPU Hours

22,500,000
20,000,000
17,500,000
15,000,000
12,500,000
10,000,000
7,500,000
5,000,000
2,500,000

0

Determine
wor kload
per centages by
CTA

OCCM mCEA mCFD @CSM ECWO

1-32

33-64

65-128 129-256

Number of Processors

257-512

> 512
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FY 2003 Percentages of Standard and L arge
Requirements by CTA (<=64 processors is standard)

Unclassified

ard

Large

66.1%

46.9%

19.7%

77.8%

16.7%

64.4% 35.6%
FMS 100.0% 0.0%
EQM 72.3% 27.7%
CEN 23.4% 76.6%
IMT 82.9% 17.1%
Other 90.8% 9.2%
Overall 41.1% 58.9%

Partition CTA
per centages

among

benchmarks

Modemrization |

Pragram ,-'I



Performance Workshop —C. Henry

Benchmark Suite

Partition CTA

per centages
among
benchmarks

Dedicated: (80%)

= CTH (CSM)
0 Large
0 Small

= GAMESS (CCM)
] Large
0 Small

=z NLOM (CWOQ)
[ Large
Small

=« LESlie3D (CFD)
0 Large
0 Small

= Cobaltg, (CFD)
Large
1 Small

= AERO (CFD)

0 Large
0 Small

= NAMD (CCM)
[ Large
0 Small

xx%
yy%

Synthetic (20%)
= 110 Tests

Operating System Tests
Memory Tests

Network Tests

CPU Tests

K &R &R R

Modemrization

—



&R Emphasis on Performance Determine performance
' o™ . . f h
70 Time to Solution oncach benchmark e

caseat desired system |
size

= Establish a DoD standard benchmark timefor each
application benchmark case

] NAVO IBM SP P3 chosen as standard DoD system

& Benchmark timings (at least three on each test case) are
requested for systemsthat meet or beat the DoD
standard benchmark times by at least a factor of two
(preferably four)

& Benchmark timings may be extrapolated provided they
are guaranteed, but at least one actual timing must be
provided
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2 CTH Large

NAVO IBM SP P4 — 1124 Processors

“Slope”
T~

y = 5.09554E-06x
R’ = 9.88172E-01 <——"Goodness of Fit”

7.05557E-01 <€— “Curvature”

x = Number of Processors
y = 1/Time

0.0005

0.00045

0.0004
0.00035 /

0.0003 "

ime

0.00025

T

0.0002
/

0.00015
0.0001

0.00005
0 | | | |

0 100 200 300 400
Number of Processors
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' | % CTH Large
&%/ NAVO IBM POWER4 — 1124 Processors

DoD Standard System Peformance
Numb f
pruorze:;(?rs >?250 [245 <—— Seconds ‘ E(e)n/(?rrnﬁvr\llce a
/ required
system size
System Performance at Required Size ~ ,
Ratio of 256-

1/4 of total system

size for large test > 281 3@]374 0.0002722 Ve processors of

. standard system

cases . .
Prolgcted timeat / / time to projected
required system size time at required

Raw Performance = 1.972 ¥ system size

Sys Size to Match Perf 107.3 _
Capacity Performance = 2.618

Ratio of required \

system size to number Number of processors

of processors required needed to match standard

to match standard system performance
based on power law fit

system performance
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Result: Performance Scorefor Each | Evaluate

results and
Offered System and Benchmark S

solution sets

CTH Std CTH Lg Aero Cobalt S Cobalt L
6.53% 3/35% 11.94% 11.20% 12.68%

System # Proc

Cray X1 128 X. XX X. XX X. XX X. XX X. XX
Cray X1 64 X. XX X. XX X. XX X. XX X. XX
HP SC45 1.0GHz 188 X. XX X.XX X. XX X. XX X. XX
IBM Pow 4 1.7GHz 690 160 X. XX X. XX X. XX X. XX X. XX
IBM Pow 4 1.7GHz 690 128 X.XX X.XX X.XX X.XX X. XX
LN Pent 4 2.4GHz Q 512 X. XX X.XX X. XX X. XX X. XX
LN Pent 4 2.4GHz Q 256 X. XX X. XX X. XX X. XX X. XX
LN Pent 4 2.4GHz M 512 X. XX X. XX X. XX X. XX X. XX
LN Pent 4 2.4GHz M 256 X.XX X.XX X.XX X. XX X. XX
SGI O3000 600MHz 256 X. XX X. XX X. XX X. XX X. XX
SGI 03000 700MHz 1024 X. XX X.XX X. XX X. XX X. XX

SGI O3000 700MHz 512 X. XX X. XX X. XX XXX X. XX
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HPC System Perfor mance Results
Normalized Capability Performance Scores

1.000
0.900 — ]
0.800
0.700
0.600
0.500
0.400
0.300 K
0.200 H
0.100 H
0.000 H

Score

=
n
—

CTH Std
CTH Lg
Aero Std
Cobalt Std
Cobalt Lg
LESIie3D Std
LESIie3D Lg
GAMESS Std
GAMESS Lg
NAMD Std
NAMD Lg
NLOM Std
NLOM Lg

Benchmark Code
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Solution Set Building

System CTH Sstd
Unclassified Benchmark Weights = 6.53%
Classified Benchmark Weights = XX
System # Proc Number  Cost($M) Total
Cray X1 128 0 $1 $0.000 0.000
Cray X1 64 0 $1 $0.000 0.000
HP SC45 1.0GHz 188 0 $1 $0.000 0.000
IBM Pow 4 1.7GHz 655 512 0 $1 $0.000 0.000
IBM Pow 4 1.7GHz 690 160 0 $1 $0.000 0.000
IBM Pow 4 1.7GHz 690 128 0 $1 $0.000 0.000
LN Pent 4 2.4GHz Q 512 0 $1 $0.000 0.000
LN Pent 4 2.4GHz Q 256 0 $1 $0.000 0.000
LN Pent 4 2.4GHz M 512 0 $1 $0.000 0.000
LN Pent 4 2.4GHz M 256 0 $1 $0.000 0.000
SGI 03000 600MHz 256 0 $1 $0.000 0.000
SGI 03000 700MHz 1024 0 $1 $0.000 0.000
SGI 03000 700MHz 512 0 $1 $0.000 0.000
SGI 03000 700MHz 256 0 $1 $0.000 0.000
SGI 03000 700MHz T 256 0 $1 $0.000

0.000

Total for Alternative $0.000 0.000
Application Percentage 0.000%

CTH Lg
3/35%
XX

0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000

0.000

0.000

0.000%

Aero
11.94%
XX

0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000
0.000

0.000

0.000

0.000%

results and
build
possible
solution sets

CobaltS CobaltL
11.20% 12.68%

XX XX
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000
0.000 0.000 Totg

Performance
Score

0.000 0.000

0.000% 0.000%

~\
w:-do-mmiun\

Pragram
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=§ Benchmarks

Today Tomorrow
Dedicated Applications
= 80% weight | Synthetic Benchmarks
= Real codes | = 100% weight
= Representative data sets i = Coordinated to application
: \ “signature”
Synthetic Benchmarks

= Performanceon real codes
accurately predicted from
synthetic benchmark results

= Supported by genuine “signature’
databases

e 20% weight
= Futurelook
& Focuson key machine features

/
[
|
|
|
|
|
|
|
|
|
|
/

/

7
—

Next 2—3 year key — must prove that synthetics benchmarks and application
“signatures’ can be coordinated
-




Benchmarking Has Real | mpact
= $120M in decisionsover last 3years

& $100s of millionsin decisions over the next decade

Synthetics perfor mance coor dinated to application
signaturesisthe next huge step.

Make it Happen!




